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Abstract—This paper considers the problem of secure com-
munication over a 2-user Gaussian interference channel (GIC)
with shared key of finite rate between the transmitter-receiver
pair with strong secrecy constraint at the receiver. The main
contributions of the paper lies in obtaining a novel achievable
scheme which uses a combination of one-time pad, stochastic
encoding and superposition based coding scheme, and outer bound
on the secrecy capacity region of the 2-user GIC. The main
novelty of the derivation of the outer bound lies in the selection
of the side-information to be provided to the receiver and using
the secrecy constraints at the receiver. The results highlight the
role of secret key in the encoding of messages to enhance the
system performance in interference limited scenarios.

I. INTRODUCTION

The performance of most of the wireless systems is limited
by interference rather than by noise. Hence, in an interference
limited environment, users may not be able to decode the
interference to improve their own performance when there are
secrecy constraints at the receivers. This in turn can reduce the
performance of the system further. When the users also have
shared key between the legitimate parties, the availability/non-
availability of the shared key at the non-legitimate receiver
can result in different performance of the system. The shared
key need to be used in a judicious manner in the encoding
of the message to enhance the system performance. This
work aims at answering one of the fundamental questions on
how to use the secret key in the encoding of the message
in an interference limited environment. Here, the problem
of secure communication is studied over a 2-user Gaussian
interference channel (GIC) where the transmitter-receiver pair
have a shared key of finite rate.

The problem of secure communication was studied from an
information theoretic point of view for the first time in [1],
where the legitimate parties shared a key which is unknown
to the eavesdropper. The problem of secure communication
over a noisy channel was studied in [2], where it was shown
that it is possible to send information securely without using
any key between the legitimate parties. The problem of secure
communication over wiretap channel with shared secret key
has also been studied in [3]–[5]. The problem of secure
communication in other settings has been studied in [6]–[9].
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It is also important to explore the optimal use of secret keys
in multiuser scenarios as the non-availability of key at the non-
legitimate nodes can degrade the system performance. The
use of secret shared key in multiuser scenarios has been also
been explored under different settings [10], [11]. However, the
use of secret key in interference limited scenarios for secure
communication is far from obvious. Therefore, this work
considers the problem of secure communication over 2-user
GIC, where the transmitter and receiver share a common key of
finite rate. The main contribution of the paper lies in deriving
new achievable schemes and outer bounds on the secrecy
capacity of 2-user GIC for the weak/moderate interference
regime. A new achievable scheme is proposed for the 2-
user GIC with shared key using a combination of one-time
pad, stochastic encoding and superposition coding. This paper
presents a general result and one can obtain the achievable
results for either one-time pad or stochastic encoding as special
cases. Outer bound on the secrecy capacity region of the 2-user
GIC with shared key is also derived. The main novelty of the
derivation lies in the careful selection of the side-information
to be provided to the receiver as well as using the secrecy
constraints at the receivers.

II. SYSTEM MODEL

We consider a two-user real Gaussian interference channel
(GIC) as in [12], with independent secret key Ki, i ∈ {1, 2}
being shared between the ith transmitter and receiver pair. In
this model, each transmitter wants to communicate with its
corresponding receiver, while keeping the information secret
from the other receiver. A pictorial representation of the model
is shown in Fig. 1. The input-output relation is given by

y1 =h11x1 + h21x2 + z1 & y2 =h12x1 + h22x2 + z2, (1)

where xi ∈ < (i = 1, 2) is subject to average power constraint
E[xi

2] ≤ Pi. The noise processes are i.i.d. over time and are
characterized by zi ∼ N (0, 1). It is also assumed that global
channel state information is available at all the nodes, where
all channel coefficients hij , i, j ∈ {1, 2} are real. In this work,
we will consider the weak/moderate interference regime, i.e.
hii > hij , i 6= j.

Transmitter i intends to send independent message Wi ∈
{1, ..., 2nRi} to the respective receiver in n channel uses
over the GIC. Moreover, each transmitter-receiver pair has
a shared key Ki of rate RKi . These keys are independent
of each other as well as the messages and are unknown to



Fig. 1. Two-user GIC with independent keys.

the unintended receiver. The message-key pair (Wi,Ki) is
uniformly distributed over [1 : 2nRi ]× [1 : 2nRKi ].

For information theoretic secrecy, it is required to sat-
isfy the strong secrecy constraint [13], which is defined as:
I(Wi;Y

n
j ,Kj) ≤ εn (i 6= j), where εn → 0 as n→∞.

III. ACHIEVABLE SCHEME AND MAIN RESULT

Due to the secrecy constraint, receiver i is not allowed
to decode the message of transmitter j (i 6= j), which in
turn can reduce the performance of the system further. When
transmitter-receiver pair i share a key a priori, then it is
possible to perform encoding at the transmitter i such that
some part of the interference can be decoded and hence,
canceled at receiver i, and at the same time secrecy can
be guaranteed. Apart from this, it may be possible to send
another message using stochastic encoding. This motivates
us to split the message of transmitter i into two parts: the
common confidential message (Wic) and the private message
(Wip). The details of the encoding and decoding process are
as follows.

A. Encoding

The message Wi (i ∈ {1, 2}) at transmitter i is split into
private message Wip ∈ Wip , {1, 2, . . . , 2nRip} and common
confidential message Wic ∈ Wic , {1, 2, . . . , 2nRic}. The
total rate corresponding to transmitter i is: Ri = Rip +Ric.

We propose the use of secret keys as a part of One Time
Pad (OTP) to secure the common messages as follows:

W ′1c = W1c ⊗K1 W ′2c = W2c ⊗K2. (2)

Fig. 2. The encoding scheme.

Here, the modulo-2 sum of the binary expansion of Wic and
Ki is used to obtain the encrypted message W ′ic. On the
other hand, the private message is encoded using stochastic
encoding. The details of the encoding process are as follows.

The transmitter i generates the codebooks as follows. For
the common confidential message, transmitter i generates a
codebook Cic containing 2nRic i.i.d. sequences of length n and
its entries are i.i.d. random variables from N (0, Pic), where
Pic is the power used to send the common confidential mes-
sage. The message Wic ∈ Wic is first encrypted using the key
of size RiK as described before. The encrypted message is de-
noted as W ′ic. For the private message, it generates 2n(Rip+R′

ip)

codewords of length n with i.i.d. N (0, Pip) entries, where Pip
is the power used to send the private message. The 2n(Rip+R′

ip)

codewords in the codebook Cip are randomly grouped into
2nRip bins, with each bin containing 2nR

′
ip codewords. To

send Wip, the message selects the bin and the transmitter i
selects w′ip ∈ W ′ip , {1, 2, . . . , 2nR

′
ip} randomly from the bin,

transmitting the codeword XN
ip(wip, w

′
ip). Finally, transmitter i

sends

Xn
i (W ′ic,Wip,W

′
ip) = Xn

ic(W
′
ic) + Xn

ip(Wip,W
′
ip), (3)

where Pip + Pic ≤ Pi, and Xn
ic and Xn

ip correspond to the
codeword of the common confidential and private messages of
transmitter i, respectively.

B. Decoding

Due to secrecy constraint, receiver cannot decode the inter-
ference to cancel its effect and this in turn can increase the
noise floor at the receiver. To overcome this problem, apart
from its own message, receiver i is also allowed to decode
and remove the common encrypted message of the unintended
receiver W ′jc(j 6= i), while treating private message Wjp,
j 6= i as noise. In other words, at receiver 1, X1p, X1c

and X2c form a multiple access channel (MAC1), with X2p

being treated as noise. A similar situation at receiver 2 gives
rise to MAC2. The joint typical decoder at receiver i outputs
Ŵip, Ŵ ′ic and Ŵ ′jc (j 6= i). Using the key Ki, the receiver i
decodes the common confidential message Ŵic. It is not
difficult to see that although receiver i can decode Ŵ ′jc, but it
cannot determine Wjc as the receiver does not have access
to key Kj . Note that receiver i cannot decode the private
message of transmitter j due to stochastic encoding performed
at transmitter j. However, in stochastic encoding, some part
of the rate is sacrificed in confusing the unintended receiver.
The achievable result is stated in the following theorem.

Theorem 1. For the GIC with independent shared key between
the transmitter i and receiver i, and the secrecy constraint at
the receivers, the following secrecy rate region is achievable
for the weak/moderate interference regime:

Ri ≤ I(Xi;Yi|Xjc)−R′ip,
Ri ≤ I(Xi;Yi|Xic, Xjc) + min{I(Xic;Yj |Xj), RKi} −R′ip,
Ri +Rj ≤ I(Xi;Yi|Xic, Xjc) + I(Xj , Xic;Yj |Xjc)

+ min{I(Xjc;Yj), RKj
} −R′ip −R′jp,



Ri +Rj ≤ I(Xi, Xjc;Yi|Xic) + I(Xj , Xic;Yj |Xjc)

−R′ip −R′jp,
Ri + 2Rj ≤ I(Xi, Xjc;Yi|Xic) + I(Xj ;Yj |Xic, Xjc)

+ I(Xj , Xic;Yj)−R′ip − 2R′jp, (4)

where i ∈ {1, 2} and j 6= i, with the equivocation rates being
bound as

R′1p ≥ I(X1;Y1|X2, X1c), R
′
2p ≥ I(X2;Y2|X1, X2c). (5)

Proof. The proof involves probability of error analysis and
equivocation computation to show the secrecy of the message.
The main novelty of the proof lies in combining the indepen-
dent key with stochastic encoding. The decoding is based on
joint typical set decoding. Note that due to symmetry of the
problem, it is sufficient to consider only receiver 1. Consider
the following event

Eijkl = {(Xn
1p(i, j), X

n
1c(k), Xn

2c(l), Y
n
1 ) ∈ A(n)

ε }, (6)

Since codebook construction is symmetric, without loss in
generality, we can assume that (i, j, k, l) = (1, 1, 1, 1) was
sent. Then, the error probability can be written as follows:

P (n)
e = P (Ec1111

⋃
∪(i,j,k,l) 6=(1,1,1,1)Eijkl). (7)

Following along a similar analysis as done in [14, Sec. 15.3.1],
for receiver 1, we get

R1c ≤ I(X1c;Y1|X1p, X2c), R2c ≤ I(X2c;Y1|X1p, X1c),

R1c +R2c ≤ I(X1c,X2c;Y1|X1p),

R1p +R′1p ≤ I(X1p;Y1|X1c, X2c),

R1p +R′1p +R1c ≤ I(X1p, X1c;Y1|X2c),

R1p +R′1p +R2c ≤ I(X1p, X2c;Y1|X1c),

R1p +R′1p +R1c +R2c ≤ I(X1p, X1c, X2c;Y1),

R1c ≤ RK1
, R2c ≤ RK2

, (8)

where the last inequality is due to key rate limits. For receiver
2, we simply interchange the indices from 1 to 2 and vice-
versa in the above equations. Using the relation Ri = Rip+Ric
and Fourier-Motzkin elimination [15], the rate region in (4) is
obtained.

To determine R′1p, consider the following:

I(W1;Y n2 ,K2)
(a)
= I(W1c;Y

n
2 ,K2) + I(W1p;Y

n
2 ,K2|W1c)

(b)
= I(W1p;Y

n
2 ,K2|W1c)

(c)

≤ H(W1p|W1c)−H(W1p|Y n2 ,K2,W1c, X
n
2 )

(d)
= I(W1p;S

n
2 ), (9)

where (a) is obtained using the fact that W1 = (W1p,W1c)
and chain rule for mutual information; (b) is due to the
fact that W1c is independent of (Y n2 ,K2) due to one-time
padding performed at transmitter 1; (c) is due to the fact that
conditioning cannot increase the entropy; and (d) is obtained
using the fact that W1p is independent of W1c, Xn

2 and K2

and Sn2 , h12X
n
1p + Zn2 .

This is effectively reducing the GIC to a hypothetical
wiretap channel (W1p → Y ′n1 → Sn2 ), where Y ′n1 is the output
at receiver 1 after decoding and canceling the message from
transmitter 1 and the encrypted message of transmitter 2 and
Sn2 , h12X

n
1p+Zn2 is the modified output at receiver 2 (which

is the eavesdropper in the hypothetical wiretap channel). Using
the approach in [13], one can show that I(W1p;S

n
2 ) → 0 as

n→∞ if the conditions of (5) hold true.

Using the above result, the following lower bound on the
secrecy rate region is obtained. For simplification, we have
considered symmetric GIC (hii = hd and hij = hc, i 6= j)
with following codebook parameters: P1 = P2 = P , Pic = Pc,
Pip = Pp and Pp + Pc ≤ P , and RK1 = RK2 = RK .

Corollary 1. Using the result in Theorem 1, for hd ≥ hc, the
following rate region is achievable

Rs = Convex closure of
⋃

0≤(β,λ)≤1

RIC
s (β, λ), (10)

where RIC
s (β, λ) = {(R1, R2) : R1 ≥ 0, R2 ≥ 0,

Ri ≤ 0.5 log

(
1 +

h2
dβP

1 + h2
cPp

)
−R′p,

Ri ≤ 0.5 log

(
1 +

h2
dPp

1 + h2
cPp

)
+ min

{
RK ,

0.5 log

(
1 +

h2
cPc

1 + h2
cPp

)}
−R′p,

Ri +Rj ≤ min

{
0.5 log

(
1 +

h2
dPc

1 + h2
dPp + h2

cβP

)
, RK

}
+ 0.5 log

(
1 +

h2
dPp

1 + h2
cPp

)
+ 0.5 log

(
1 +

h2
dPp + h2

cPc
1 + h2

cPp

)
− 2R′p,

Ri +Rj ≤ log

(
1 +

h2
dPp + h2

cPc
1 + h2

cPp

)
− 2R′p,

Ri + 2Rj ≤ 0.5 log

(
1 +

h2
dPp + h2

cPc
1 + h2

cPp

)
+

0.5 log

(
1 +

h2
dPp

1 + h2
cPp

)
+ 0.5 log

(
1 +

h2
dP + h2

cPc
1 + h2

cPp

)
− 3R′p}, (11)

where i ∈ {1, 2} and j 6= i, R′p = 0.5 log(1 + h2
cPp),

Pp , λβP and Pc , (1− λ)βP .

In the following, the achievable result using one-time pad
(without decoding the other user’s message) and wiretap
coding when key is used as a fictitious message are presented
in the following theorems.

Theorem 2. The achievable rate region for symmetric GIC
with full decoding using One Time Pad, for hd≥hc, is given
by

Rs = Convex closure of
⋃

0≤β≤1

RIC
s (β),

where RIC
s (β) =

{
(R1, R2) : Ri ≥ 0, i ∈ {1, 2}



Ri ≤ min

{
0.5 log

(
1 +

h2
dβPi

1 + h2
cβPj

)
, RKi

}
, j 6= i

}
(12)

Proof. The above result is obtained using the result in [15,
Theorem 22.3], where legitimate parties share a secret key and
the communication takes place over a noisy channel. Although
the receiver and eavesdropper receive the same output, it’s not
difficult to show that one can use this as an achievable result
for the system model considered in this paper.

Theorem 3. The achievable rate region for symmetric GIC
with use of key as a fictitious message, for hd≥hc, is given by

Rs = Convex closure of
⋃

0≤(β,ρ)≤1

RIC
s (β),

where RIC
s (β) =

{
(R1, R2) : R1 ≥ 0, R2 ≥ 0,

Ri ≤
ρi
2

min

{
log

(
1 +

h2
dβPi
ρi

)
, log

(
1 +

h2
dβPi
ρi

)
− log

(
1 +

h2
cβPi
ρi

)
+RKi

}
, i ∈ {1, 2}

}
(13)

where ρ1 = ρ, ρ2 = 1− ρ and 0 < ρ < 1.

Proof. This result is an extension of [7] to the symmetric GIC
and the proof has been omitted for brevity.

IV. OUTER BOUND

In this section, an outer bound on the symmetric secrecy
capacity of the 2-user Gaussian symmetric IC with shared
secret key between transmitter i and receiver i is obtained.
One of the novelties of the proof lies in the choice of the
side information that needs to be provided to the receivers as
well as in the judicious use of the secrecy constraints at the
receivers. The outer bound is stated in the following theorem.

Theorem 4. The symmetric secrecy capacity of the 2-user GIC
with independent secret keys is upper bounded as:

R ≤ 0.5

3
log (1 + SNR + INR) +

0.5

3
log det

(
Σȳ|s̄

)
+
RK1

3
,

where Σȳ|s̄,Σȳ−Σȳ,s̄Σ
−1
s̄ ΣTȳ,s̄, Σs̄,

[
1 + INR 0
0 1 + INR

]
,

Σȳ,

[
1 + SNR + INR 2

√
SNRINR

2
√

SNRINR 1 + SNR + INR

]
,

Σȳ,s̄,

[ √
SNRINR INR

INR
√

SNRINR

]
, SNR , h2

dP, INR , h2
cP.

Proof. Using Fano’s inequality, rate of user 1 is upper bounded
as follows:

nR1 ≤ I(W1;yn1 ,K1) + nεn
(a)
= I(W1;yn1 |K1) + nεn,

(b)

≤ h(yn1 )− h(yn1 |K1,W1,X
n
1 ) + nεn,

= h(yn1 )− h(hcX
n
2 + zn1 ) + nεn,

(c)
= h(yn1 )− h(hcX

n
2 + z̃n1 ) + nεn,

or h(̃sn2 ) ≤ h(yn1 )− nR1 + nεn, s̃
n
2 , hcX

n
2 + z̃n1 , (14)

where (a) is obtained using chain rule for mutual information
and the fact that the key K1 is independent of the message W1;

(b) is obtained using the fact that conditioning (removing con-
ditioning) can not increase (decrease) the differential entropy;
and (c) is obtained using the fact that the secrecy capacity
region of an IC with confidential messages is invariant under
any joint channel noise distribution P (z1, z2) that leads to the
same marginal distributions P (z1) and P (z2).

Similarly, one can show that

h(̃sn1 ) ≤ h(yn2 )− nR2 + nεn, s̃
n
1 , hcX

n
1 + z̃n2 , (15)

Above equations are obtained without using the secrecy
constraints at the receiver. In the following outer bound,
secrecy constraint at receiver has also been used. Consider
the following:

nR1 ≤ I(W1;yn1 ,K1) + nεn ≤ I(W1;yn1 ,K1,y
n
2 ) + nεn,

(a)

≤ I(W1;yn1 ,K1|yn2 ) + nεn,

= h(yn1 |yn2 )− h(yn1 |yn2 ,W1) + I(W1;K1|yn1 ,yn2 ) + nεn,

(b)
= h(yn1 ,y

n
2 )− h(yn2 )− h(yn1 |yn2 ,W1)+

I(W1;K1|yn1 ,yn2 ) + nεn,

(c)
= h(yn1 ,y

n
2 , s̃

n
1 , s̃

n
2 )− h(̃sn1 , s̃

n
2 |yn1 ,yn2 )− h(yn2 )−

h(yn1 |yn2 ,W1) + I(W1;K1|yn1 ,yn2 ) + nεn,

= I (̃sn1 , s̃
n
2 ;yn1 ,y

n
2 ) + h(yn1 ,y

n
2 |̃sn1 , s̃n2 )− h(yn2 )−

h(yn1 |yn2 ,W1) + I(W1;K1|yn1 ,yn2 ) + nεn,

(d)

≤ h(̃sn1 , s̃
n
2 )− h(̃sn1 , s̃

n
2 |yn1 ,yn2 ,Xn

1 ,X
n
2 ) + h(yn1 ,y

n
2 |̃sn1 , s̃n2 )

− h(yn2 )− h(yn1 |yn2 ,W1) + I(W1;K1|yn1 ,yn2 ) + nεn,

(e)

≤ h(̃sn1 ) + h(̃sn2 )− h(z̃n1 , z̃
n
2 ) + h(yn1 ,y

n
2 |̃sn1 , s̃n2 )

− h(yn2 )− h(yn1 |yn2 ,W1) +H(K1) + nεn, (16)

where (a) is obtained using the secrecy constraint at receiver 2,
i.e., I(W1;yn2 ) ≤ I(W1;yn2 ,K2) ≤ nεn; (b) and (c) are
obtained using the chain rule for joint entropy; (d) is obtained
using the fact that conditioning cannot increase the conditional
entropy; and (e) is obtained using the fact that removing
conditioning cannot decrease the conditional entropy.

Using (14) and (15) in (16), following bound is obtained

n(2R1 +R2) ≤ h(yn1 ) + h(yn1 ,y
n
2 |̃sn1 , s̃n2 ) + nRK1

− h(z̃n1 )

− h(z̃n2 )− h(zn1 ) + nεn,

Using the approach used in [12], the outer bound can be
obtained from the above equation.

V. RESULTS & DISCUSSION

In Fig. 3, the symmetric rate region in Corollary 1 is plotted
with and without transmission of artificial noise. Note that the
artificial noise transmission scheme is similar to that in [9].
The achievable result in Theorems 2 and 3 are also plotted.
It can be noticed that the proposed scheme in Corollary 1
performs the best compared to other schemes when RK=1
and RK=2. This gain in rate is due to the fact that receiver
can decode some part of interference without violating the
secrecy constraint and stochastic encoding also allows to send



(a) (b) (c)
Fig. 3. Rate regions with P = 100, hd = 1, hc = 0.7; (a) RK = 1, (b) RK = 2 & (c) RK = 4.

the private message securely. In this case, the performance is
primarily limited by the key-rate. When RK=4, the achievable
scheme in Theorem 2 perform better when one of the users
achieve low rate. In this case, the performance of the system
is primarily limited by interference. It can also be noticed that
transmission of artificial noise is useful when the key size is
relatively small.

Fig. 4. Comparison of bounds on the symmetric secrecy capacity if the 2-user
GIC with P = 200 & hd = 1 for different key rates.

In Fig. 4, the symmetric secrecy rate in Corollary 1 is plotted
against α , log INR

log SNR for different values of RK . The outer
bound in Theorem 4 is plotted along with the outer bound for
GIC without secrecy constraint [12, Theorem 3]. One can see
that with increase in the key rate, the performance improves in
the later part of the weak interference regime (0 ≤ α ≤ 0.5)
and moderate interference regime. The proposed outer bound
is found to be tight in the moderate interference regime when
the key size is small.

VI. CONCLUSION

This work considered the problem of managing interference
and ensuring secrecy in 2-user GIC, when the transmitter-
receiver pair shared a key of finite rate. The paper proposed
a novel achievable scheme which uses a combination of
one-time pad, superposition coding and stochastic encoding.
The paper also derives an outer bound on the symmetric
secrecy capacity using the secrecy constraint at the receiver
and providing side-information to the receiver in a careful

manner. It is found that, in the moderate interference regime
(0.5 ≤ α ≤ 1), increase in the key rate can improve the
performance of the system significantly. However, when the
key rate is arbitrarily high, the performance of the system is
limited by interference. Developing achievable schemes and
outer bounds for other interference regimes is an interesting
avenue for future work.
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